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Population Standard Deviation
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without calculating the Mean of grouped Data NOTE
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midpoint of the class interval
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‘ Percentile score = number of scores below data value + 0.5 x 100 \
total number of data values
A~ Tindin oaDatavalue  Where ¢ = data value position
Corresponding to a given = total nu!nber- of values
Percentile p = percentile
— . -if ¢ is a whole number count go to the number between
cC= np
TOO ¢ and c+1
-if ¢ is not a whole number round up
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Qutliers
Interquartile Range (or IQR): Qs - Q

To Check for Outliers: Qs +1.5 1QR
Q; - 1.5I1QR

RANGE: Highest -Lowest
MIDRANGE: Highest + Lowest
2

BOXPLOT
5 - number summary
¢ Minimum

+ first quartile Q1
+ Median (Q2)

¢ third quartile Q3
¢ Maximum

mean of a probability distribution

standard deviation of probability &
distribution

2
variance of probability distribution 6= |Z JocE P(x)] - ].lz

/ Probability Distribution \

n = Z[xP(x)]

=\/IZ X PE)] - @

Expected Value

E=p = = [x * P(x)]

@verage value of outcomes

_

ean of a binomial distribution

u=np

/ Binomial Distribution \

Standard deviation
of a binomial
distribution

o=\ln-pq

Binomial Probability Formula

N

PX)= C-p-q"*

Central Limit Theorem
the mean of the sampling distribution l.l; =N

the standard deviation of the sampling G- )

distribution (standard error) X Vn

central limit theorem formulafor 7 — X - II
Z-score
c/\n

Population
z-score

z=x_'4t_l
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To find the x-value:
xX=1zo tu




Confidence Interval Confidence Intervall [ Confidence Interval for
X + Zoa/2 O fo_r t-distribution Proportion
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Margin of error (E .
© or (5) Sample size
or Error Estimate: )
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Note: Point estimate is the mean

/I'-I;mthesis Testing: null always contains the equam

p-value method and critical value method
Test Statistic for

Test Statistic :
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61;!1 gency Tables Ho: row variable is independent of c®

variable

Chi Sq uare test O_f Independence Ha: row variable is dependent on column
variable

Expected (E): (row total) x (column total)
Value grand total Critical Values

1. Found in Table G using
degrees of freedom =(r-1)(c -1)

Test of Independence r is the number of rows

Test Statistic c is the number of columns
2. Tests of Independence are always

0 - E)?
=2 IT)- right-tailed.
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H, True H, False

Innocent Not Innocent
Guilty

Reject Hy -
correct decision

Convict

Fail to ] .
. correct decision
Reject H,,

Not Convict




